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Objective: This study presents the results of an author co-citation
analysis of the interdisciplinary field of medical informatics.

Methods: An author co-citation analysis was conducted for the years
1994 to 1998, using the fifty most-cited American College of Medical
Informatics fellows as an author population. Co-citation data were
calculated for every author pair, and multivariate analyses were
performed to ultimately show the relationships among all authors. A
multidimensional map was created, wherein each author is represented
as a point, and the proximity of these points reflects the relationships
of authors as perceived by multiple citers.

Results and Conclusion: The results from this analysis provide one
perspective of the field of medical informatics and are used to suggest
future research directions to address issues related to better
understanding of communication and social networks in the field to
inform better provision of information services.

INTRODUCTION

Medical informatics is an interdisciplinary field that
draws from and contributes to a number of disciplines.
It is a field that has a number of overlapping research
foci within its boundaries and that often requires high-
ly interactive collaboration among heterogeneous re-
searchers. As a result, researchers and professionals in
medical informatics may find it challenging to access
and utilize the field’s literature. Interdisciplinary fields
such as medical informatics pose challenges to librar-
ians and other information professionals who contin-
ually seek ways to reconcile relevant information
sources with the needs of diverse user populations.

In support of this broad goal, library and informa-
tion science (LIS) researchers and professionals have
long benefited from understanding the scholarly com-
munication structures and networks of the disciplines
they serve. In LIS, the methodologies of bibliometrics
have stood out as a compelling set of quantitative tech-
niques used to understand the structure of disciplines.
Bibliometrics seeks to quantitatively study the litera-
tures of fields—primarily their bibliographies—to pro-
duce models of science, technology, and scholarship
over time [1]. The intersection of bibliometrics and
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scholarly communication can be viewed as the appli-
cation of the quantitative analyses of literature that en-
able qualitative assessments and interpretations of sci-
ence and scholarly networks. The breadth of this in-
tersection, of course, can be considered either narrowly
or broadly. For instance, ‘‘some view the intersection
narrowly, constituted only by the use of clustering
methods to map relationships among disciplines or to
identify scholarly communities’’ [2]. In a broader
sense, others consider ‘‘any bibliometric study neces-
sarily to concern scholarly communication and almost
any quantitative analysis of scholarly communication
to be bibliometric’’ [3]. Either of these might be over-
simplifications, for it is the research questions, goals,
and data that determine the information sought and
the appropriate methods of interpretation.

This study uses the bibliometric method of author
co-citation analysis (ACA), which has been a particu-
larly compelling tool in LIS. ACA uses authors as the
units of analysis and the co-citations of pairs of au-
thors (the number of times they are cited together by
a third party) as the variable that indicates their ‘‘dis-
tances’’ from each other. The underlying assumption
of ACA is that the more two authors are cited together,
the closer the relationship between them [4]. Two- or
three-dimensional maps are produced using multidi-
mensional scaling tools available in such statistical
software packages as SPSS or SAS. Each point on the
map represents an author, and the proximity of these
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points reflects the relationships of authors as perceived
by multiple citers [5]. In effect, such maps can reveal
clusters or networks of scientists in a given field. As
White puts it: ‘‘This is a more rigorous grouping prin-
ciple than that of typical subject indexing, because it
depends not on perfunctory indication of content by
nonspecialists, but on repeated statements of connect-
edness by citers with subject expertise’’ [6]. The pre-
sentation of these author clusters is interpreted as one
perspective of the structure of a particular field.

The criticisms of this technique are not dissimilar
from those of citation theory in general. An excellent
encapsulation of such debates can be seen in White’s
chapter, ‘‘Author Co-Citation Analysis: Overview and
Defense’’ [7], which, among other things, responds to
an assault on this method written by Edge [8]. For
instance, Edge claims that co-citation analysts infer re-
lationships between two co-cited documents based on
the fact that they are cited together. White’s response
is that it is not merely the occurrence of a single or
few co-citations, but ‘‘the piling up of co-citations—the
fact that their count over time exceeds a certain thresh-
old—that indicates a relationship’’ [9]. More impor-
tant, communication linkages or personal interaction
are not simply assumed by co-citationists, but studies
seem to show that strong ties are apparent, as reflected
by the clusters. While authors are not necessarily en-
gaged in interpersonal communication, it can be sur-
mised that the relationship that holds ‘‘is generally a
perceived similarity of subject matter or methodological ap-
proach in published and cited works’’ [emphasis in origi-
nal] [10]. The following summarizes the crux of
White’s argument: ‘‘At most, citationists have, in effect,
said to historians, ‘Here is some evidence from the lit-
erature of a connection you may have missed’’’ [11].

Although scarce, bibliometric studies of the field of
medical informatics have mostly examined where to
find the literature and have studied the field at the
journal level as opposed to individual articles or
groups of authors. For instance, one recent study of
the medical informatics journal literature supports the
fact that it is an interdisciplinary field [12] by exam-
ining journal intercitation relationships and journal co-
citation patterns to analyze the field’s structure. Several
other studies have sought to understand medical in-
formatics by analyzing its journal literature as well.
More than a decade ago, Greenes and Siegel [13] at-
tempted to characterize medical informatics and un-
derstand its most-valued journal titles by comparing
the ISI Journal Citation Report (JCR) impact factor and
immediacy index with a subjective analysis of Amer-
ican College of Medical Informatics (ACMI) fellows as
reflected by survey responses. More recently, Sittig
and Kaalaas-Sittig [14] developed a method for quan-
titatively ranking biomedical informatics serials based
upon multiple citation analyses, library use statistics,
expert opinion, and various selected distinguishing
publication characteristics. A modified study was later
conducted by Sittig [15] to look at medical informatics
journal articles indexed in MEDLINE between 1990
and 1994. Again, the goal was to derive a core set of

informatics serials that could be used by librarians in
their selection of journal titles to add to their collec-
tions. Expanding upon the ‘‘core list’’ offered by Sittig,
Vishwanatham [16] provided an objective list of jour-
nals that published medical informatics articles rele-
vant to library and information science, particularly
those not indexed in MEDLINE.

Each of the above studies calls for further, more de-
tailed bibliometric analyses of the interdisciplinary
field of medical informatics. To date, no one has stud-
ied the relationships of core authors in medical infor-
matics using ACA. This study seeks to present a rep-
resentation of the structure of medical informatics re-
search as derived by studying author co-citation pat-
terns of core authors within the field. It is intended to
be foundational research for further investigations of
the field, so that librarians and other information pro-
fessionals can better facilitate the information needs of
this growing interdiscipline.

METHODS

Selection of authors

Determining a core author set poses an initial diffi-
culty. As White states, co-cited author maps ‘‘are only
as good as the analyst’s choice of authors’’ [17]. There
are no hard and fast rules, but the subjectivity inherent
in the selection of authors should be limited. This
study used American College of Medical Informatics
(ACMI) fellows as a population from which to derive
a core set of prominent medical informatics research-
ers. At the time these data were collected, 196 fellows
had been elected into ACMI. These individuals osten-
sibly were elected into ACMI based on their significant
contributions to the field. At the very least, ACMI fel-
lows are well-recognized members in the field and are
among some of the most prominent authors. A shorter
list of fifty authors was determined after examining
initial citation data retrieved from ISI files, as de-
scribed below.

Retrieval of cocitation data

Basic citation counts on ACMI fellows were collected
from the ISI databases, Science Citation Index (SCI),
and Social Science Citation Index (SSCI). These files
were available via ISI’s Web of Science (WoS) tool.
Searches on each author’s name were conducted to de-
termine who were among the most-cited fellows.
These data were used to shorten the list of authors to
a manageable number; thus, the top fifty authors were
selected based on the number of times cited and the
number of cited references for the years 1994 to 1998.

It was determined that a five-year period was ap-
propriate for the purposes of this study. First, this was
not a longitudinal study examining the field over an
extended period; otherwise, a much broader time span
would have been merited and examined. On the other
hand, too short a period would have limited the
amount of citation and bibliographic information avail-
able, given the somewhat lengthy publication and in-
dexing processes. The five-year period, while admit-
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Table 1
List of top fifty American College of Medical Informatics (ACMI) au-
thors based on times cited (as of May 1999)

Name
Time
cited

Number
cited

references

BECK J
CIMINO J
PAUKER S
MCDONALD C
CLAYTON P
TIERNEY W
MILLER R
MUSEN M
SHORTLIFFE E
LINDBERG D
VANBEMMEL J
HRIPCSAK G
FRIEDMAN C
HUMPHREYS B
MCCRAY A
PATEL V
GREENES R
GARDNER R
STEAD W
SLACK W

252
200
195
193
180
163
153
153
135
133
132
124
123
120
118
116
111
109
102
97

19
35
29
27
20
17
31
26
30
10
34
17
30
11
9

23
22
36
19
32

HERSH W
WARNER H
MILLER P
SAFRAN C
SITTIG D
SCHERRER J
FRISSE M
WIGTON R
HUFF S
CAMPBELL K
WIGERTZ O
PRYOR T
FAGAN L
BARNETT G
BUCHANAN B
KAHN M
HAMMOND W
BLEICH H
CHUTE C
COOPER G
NELSON S
BALL M
REGGIA J
BRAUDE R
MITCHELL J
GREMY F
TUTTLE M
ECKMAN M

95
94
91
89
88
88
87
86
84
79
76
73
69
67
66
59
58
47
47
43
34
32
29
26
25
24
23
20

10
16
30
22
21
19
21
17
9
6

19
14
15
20
8

11
9

15
7

16
5

13
8
7

11
12
6
8

tedly based on the author’s own discretion, was meant
to capture information on the most productive authors
during this time. It also coincides with some of the
most significant technological advances (e.g., the pro-
liferation of the Web and Internet-based applications)
that have affected the field. The resulting list of au-
thors is shown in Table 1.

Once this core set of authors was identified, various
bibliographic data were downloaded. It was necessary
to limit searches to avoid retrieving a large number of
false hits; that is, where references for authors with
similar or the same last names and initials were re-
trieved but were not the authors of interest. To mini-
mize these instances, as well as to ensure the retrieval
of references related to medical informatics, searches
were limited to articles that appeared in any of the
eighteen journals listed under ‘‘medical informatics’’

in ISI’s 1997 SCI Journal Citation Reports. Reviewing the
titles from this list, they appeared to be an excellent
representation of journals in the field, so no titles were
added nor were any other adjustments made. There
were a few reasons for this. First, ISI’s impact factor
afforded some objective standard by which to select
journal titles, and, second, based on this researcher’s
personal experience in the field, these titles appeared
to represent a broad range of literature in medical in-
formatics and were, for the most part, common titles.
Using these also meant that searches could be restrict-
ed to the SCI database, because all of these titles are
indexed there. Searches included each author’s name,
with truncation following the first initial (i.e., CIMINO
J*). Using a Boolean ‘‘AND,’’ authors were combined
with the eighteen journal titles, which were strung to-
gether with an ‘‘OR’’ operator.

Traditionally, author co-citation data are collected
during an ISI search session by using a Boolean
‘‘AND’’ for every possible author pair at the time of
the search. This task can be formidable if performed
manually because the number of iterations equals
N(N–1)/2, where N equals the number of authors. For
this study, all the necessary bibliographic data for each
individual author were collected from WoS for further
processing. The data gathered were bibliographic ci-
tations (excluding abstracts) for every article that cited
at least one of these core authors’ articles published in
informatics journals within the five-year period. Also,
bibliographic citations for each of the authors’ cited
references (the actual article being cited) were down-
loaded. All of the citations were imported into
EndNote libraries using filters designed for download-
ing ISI WoS information and subsequently exported
into a Microsoft Access database for additional pro-
cessing. All duplicates were removed to account for
instances of co-authorship, so that redundant cocita-
tion credit would not be given.

The co-citation counts for each author pair were de-
rived using a program created by Jim Ries, a former
predoctoral medical informatics fellow at the Univer-
sity of Missouri–Columbia, Department of Health
Management and Informatics. Essentially, this pro-
gram searched the citation field of each bibliographic
record, counting the number of times two authors
were cited together. The result was the basis of all fu-
ture analyses used in the ACA portion of this project.

Cluster analysis, factor analysis, multidimensional
scaling

Three types of multivariate analysis—cluster analysis,
factor analysis, and multidimensional scaling—were
performed using the raw co-citation matrix described
above as the raw data set. Descriptions of these meth-
ods follows.

Cluster analysis. The first multivariate analysis, clus-
ter analysis, requires conversion of the raw data matrix
to a correlation matrix. The functions available in SPSS
create this conversion automatically as a by-product of
the ANALYZE.CLASSIFY.HIERARCHICAL CLUS-
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TER . . . selection using the software’s graphical user
interface. Pearson product-moment correlations are
usually computed to measure the extent to which two
variables have a linear relationship. McCain [18] and
others [19] subscribe to Pearson correlation as being
the predominant measure of similarity used in ACA.
Use of Pearson correlations between variables allows
for a similarity between authors to be determined not
solely on their raw co-citations, but in terms of their
‘‘co-citation profiles.’’ To quote McCain [20]: ‘‘Two au-
thors who are always cited highly with certain third
authors, but infrequently with others, will have a high
positive correlation and can be said to be perceived as
related or ‘similar’ in some sense by the citing popu-
lation’’; also, the correlation coefficient removes differ-
ences in ‘‘scale’’ that can occur between authors with
similar profiles but where one is more frequently cited
than another. Correlation coefficients for each author
pair are presented in a matrix form with author names
appearing in rows and columns in equal order. Given
issues related to treatment of diagonal values, this
study has used McCain’s [21] technique of treating di-
agonal values as missing data and calculating the co-
cited author correlations accordingly (which has
shown little difference in the results of other studies).

Although there are a variety of cluster analysis tech-
niques [22, 23], the primary method in ACA for cluster
formation has been hierarchical agglomerative cluster-
ing. Hierarchical agglomerative clustering refers to
methods where each object (or individual) starts out
as its own cluster. Each subsequent step is meant to
combine closest clusters until a single cluster of all ob-
jects remains. The specific hierarchical agglomerative
method chosen for this study is furthest neighbor (also
known as complete linkage), which uses, as described
above, Pearson correlations as the measure of similar-
ity, and uses cluster criteria based on maximum dis-
tances between objects [24].

To graphically display the clustering results, a den-
drogram plot was selected. A representation of the
clustering process for the data, it initially shows each
individual author and then successive groupings of
authors to the point where a single cluster remains.
‘‘Cutting’’ the dendrogram, or drawing a vertical line
through a given point on the dendrogram, is done to
make some determination of what the best number of
clusters might be, although different analysts can in-
terpret this differently. The goal is not to find the per-
fect level of cluster membership but to show an ap-
proximation to spur further discussion.

Factor analysis. Like cluster analysis, factor analysis
techniques also are used to identify groups of related
variables. Unlike cluster analysis, however, which is
more ad hoc, factor analysis has an underlying theo-
retical model [25]. Factor analysis seeks to study cor-
relations among a number of interrelated variables and
to group them into a few highly descriptive factors. In
ACA research, the type of factor analysis known as
‘‘principal component analysis’’ has been used to com-
plement clustering techniques. This method attempts

to ‘‘explain’’ the interrelationships observed among the
variables through the creation of a much smaller num-
ber of ‘‘derived’’ variables or factors [26]; it is, in effect,
a data reduction method. In ACA, this translates into
determining how much each author ‘‘loads’’ on a par-
ticular factor. Authors can contribute to more than one
factor, which is not the case in clustering or in scaling
techniques, although authors usually load most heavi-
ly on a single factor, with author loadings of 0.7 or
greater as likely to be the most useful for interpretation
[27]. Determining the number of factors to be extracted
from the data can vary depending on the interpreta-
tion sought, but usually the most descriptive infor-
mation occurs in the first several factors. The eigen-
value refers to the amount of variance accounted for
by a factor [28], or the sum of the squared loadings
on the factor. This is usually a set as a default of . 1,
which means that the program will only extract eigen-
values for factors greater than one. Studying the ‘‘scree
plot’’ produced by statistical packages such as SPSS is
commonly done to determine the number of factors
with the most explanatory power. Rotation is also
commonly used to interpret results, with varimax ro-
tation being the most popular in ACA. This is a type
of orthogonal rotation that seeks to enable easier in-
terpretation of the results by separating the factor
loadings. In effect, maximizing the sum of variances
of factors is done to show variables as loading either
high or low on factors, that is, closer to one or zero
with less gradation in between.

This study used the same raw co-citation matrix
used in the other analyses as the initial data and the
routines used to again create a correlation matrix for
the analysis. Using SPSS, the following were selected:
ANALYZE.DATA REDUCTION.FACTOR . . . As
stated, principal components analysis was the method
used, with a varimax rotation and the default extrac-
tion of eigenvalues over one.

Multidimensional scaling. The final method used for
the ACA was multidimensional scaling, again using
the same correlation matrix as created by the other
methods. The purpose of this method is to further elu-
cidate the hierarchical agglomerative clustering and
factor analysis results. Multidimensional scaling al-
lows for the creation of a graphical display of the sim-
ilarity of authors, which can be used for further dis-
cussion and, in general, provides a richer display of
the clustering results. Essentially, ‘‘the closeness of au-
thor points on such maps is algorithmically related to
their similarity as perceived by citers’’ [29]. Boundaries
can be drawn around groups of related authors based
on the clusters derived from the cluster analysis (de-
pending where one cuts the dendrogram) to find fur-
ther support for interpretation from the results of fac-
tor analysis.

Using SPSS, the following selections were made:
ANALYZE.SCALE.MULTIDIMENSIONAL SCAL-
ING . . . Again, a correlation matrix was created based
upon the initial raw co-citation matrix used as input.
As the measure of dissimilarity, the Euclidean distance
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was used, although other options are available (e.g.,
Chebychev, Block, or Minkowski). A result of the cal-
culations performed with programs such as SPSS are
the stress measure and R-square, which are used as
indicators of the ‘‘goodness of fit.’’ Generally speak-
ing, a stress value that is close to zero and an R-square
(percentage of total variance) that is close to 1 are in-
dications that the data fit the model well. Increasing
the number of dimensions usually results in more ide-
al stress values and R-squares; however, fewer dimen-
sions are desirous because they are considered easier
to interpret. In ACA, because cocitation data is inher-
ently ‘‘noisy’’ [30], stress measures below 0.2 are gen-
erally acceptable, especially in cases where the R-
square is high (that is, close to or greater than 0.90).
Interpretation is impressionistic and almost solely
based on the graphical representation of the data, al-
though it does offer an enhancement of the results of
other analyses.

ACA interpretation. The results of the above quan-
titative techniques offer a picture of the field of med-
ical informatics as derived from an unobtrusive ex-
amination of co-citation patterns. Visualization of
the relationships among authors in a two-dimen-
sional space comes from a combined analysis of
multidimensional scaling, cluster analysis, and fac-
tor analysis (principal components analysis). Thus,
maps were created wherein authors who appear
most similar appear in closer proximity to one an-
other, while those who are less similar appear fur-
ther apart. To further illustrate the findings repre-
sented through the map, boundaries were drawn
around clusters of authors. Such drawings are large-
ly impressionistic and are based upon the individual
analyst’s interpretation of the data. However, sup-
porting evidence for drawing boundaries comes
from the principal components analysis, where
groupings of authors are identified based on how
they load on each factor, as well as the cluster anal-
ysis results.

McCain [31] suggests other means for supporting
interpretations of author maps, such as consultation
with experts, text-based methods of validating re-
sults, and other forms of comparison. As will be dis-
cussed in the next section, interpretation for this
project comes from studying language use as well
as experiences of the researcher. This also informs
how the axes, or different areas on the map, are la-
beled to give the display more informational value
and, thus, readers a better understanding of how the
results were interpreted.

Limitations. The structure of medical informatics as
presented through an ACA is limited in a few impor-
tant ways. First, the data cover only a short period of
time in the history of medical informatics: five years.
Thus, one cannot make conclusions similar to the kind
of longitudinal ACA study that White and McCain
[32] did on the field of information science. The period
is also not up to the minute, and the time that has

elapsed since the data were collected might mean that
there have been some changes in focus of these au-
thors. It is, in essence, a snapshot that is restricted in
its ability to comprehensively portray the field.

Another limitation comes from the somewhat sub-
jective selection of the core author set. While ACMI
fellows seemed a reasonable population to draw from,
some may argue that election into ACMI is not a true
reflection of prominence in the field. However, the re-
searcher has made the assumption—largely based on
personal experience in the field and consultation with
others—that ACMI fellows are indeed representative
and key members of medical informatics. This as-
sumption is supported to some degree by Greenes and
Siegel’s [33] decision to use ACMI fellows as experts
in their study.

RESULTS

Author co-citation analysis

As stated, the ACA was conducted based on co-ci-
tation frequencies for the top fifty ACMI fellows, ac-
cording to times cited, for the period 1994 to 1998.
The raw co-citation matrix derived from data col-
lected from the ISI Science Citation Index database
via WoS is comprised of every author as both a case
and a variable, with the cell values indicating the
number of times each author has been co-cited with
every other author. The raw co-citation data were
used for the analyses conducted for this portion of
the project. Descriptive statistics for these data were
calculated. The range of co-citations was from 3 to
97, and the highest mean co-citation count was 17.76
(both for McDonald).

Cluster analysis. The results of the cluster analysis in-
clude a Pearson correlation matrix (Figure 1) and a
dendrogram depicting the complete linkage results,
shown in Figure 2. ‘‘Cutting’’ the dendrogram in the
manner shown in Figure 2 reveals both a six-cluster
and three-cluster solution. The six-cluster solution re-
veals two large groups and four smaller groups. Clus-
ter 1 is the largest, showing twenty-six members. Giv-
en the fact that there are three very small clusters (two
clusters with two members and one with only one
member), and because these authors are those with the
lowest overall mean co-citation counts, cutting the
dendrogram to show a three cluster solution is more
appropriate. That is, cutting up one level (to the right),
a three-cluster solution shows that Mitchell and Brau-
de join cluster 2, cluster 1 gains Wigertz, and cluster
3 gets Pauker and Eckman. This seems to tidy up the
groupings better. In addition, as will be seen below in
the multidimensional mapping of these authors, this
works out to be a clearer representation because the
smaller clusters tend to be intermingled with the larg-
er clusters in other solutions. Also, this level of clus-
tering appears to be supported and further elucidated
through factor analysis.

Factor analysis. A factor analysis using authors-as-var-
iables was also conducted to provide another perspec-
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Figure 1
Pearson correlation matrix

* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).

tive on how authors in this field might be grouped.
Extraction was performed using principal components
analysis with the default of eigenvalues greater than 1.
A varimax rotation was used to simplify how the data
could be viewed or interpreted, and missing data were
handled with means substitution.

The discussion of factor analysis in the above
‘‘Methods’’ section shows that, similar to cluster
analysis, factor analysis techniques are used to iden-
tify groups of related variables. Because the goal is
to help interpret the interrelationships among a
number of variables, it is considered, in effect, a data
reduction method. For this study, use of this method
helps in determining how much each author loads
on a particular factor. What these ‘‘factors’’ are, in a
qualitative sense, is largely explained by the individ-
ual researcher’s interpretation of these and other
data.

Table 2 shows the rotated solution of the factor anal-
ysis done for this study. A total of eight factors were
extracted and explain 79.3% of the total variance. It is
from the first three or four factors, however, that the
greatest amount of this total variance is accounted for
(Table 3); the first component accounts for 22.44% of
the variance; the second, 22.91%; the third, 13.98%;
and the fourth, 6.07%.

Comparing the cluster memberships with the factor
analysis, many similarities are seen. Namely, that the
first two factors and the two largest clusters seem to
be more or less the same in terms of author member-
ship. There are a couple exceptions but, as should be
noted, authors can and do load on more than one fac-
tor in many cases. For instance, Greenes shows up as
0.536 on factor 1, 0.434 on factor 3, 0.352 on factor 4,
and 0.347 on factor 2. This is more revealing than the
clustering, where an author is forced to be in one clus-
ter or another. The advantage of adding this method
to the analyses, then, is that more insight is afforded
into the degree of membership a single author might
have in more than a single grouping.

Multidimensional scaling. With the multidimensional
scaling, the relationships of authors can be studied
graphically. Distances were created from the raw co-
citation matrix using the Euclidean distance measure,
as described earlier. The relationships of authors in a
two-dimensional space are represented in Figure 3.
The stress measure was 0.1160 and the R-square was
0.962. Lines were drawn around each cluster based on
the information from the cluster analysis.

Examining this map at a gross level, it shows a
small, compressed group of points on the center X axis
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Figure 2
Dendrogram of complete linkage clustering

This dendrogram shows the clustering process. Each author starts out as
being the sole member in his or her cluster; moving right, cluster membership
increases to a final, single cluster solution. The dotted lines represent either
a 3 or 6 cluster solution.

to the right side of the chart and more evenly distrib-
uted points above and below that axis but left of the
Y axis. The lines drawn around each of the three clus-
ters of authors show that the first two clusters essen-
tially are those larger, albeit more dispersed, group-
ings of authors above and below the center X axis:
cluster 1 below it and cluster 2 above. These are ob-
long-shaped, with the bottom right of the top cluster
and the top right of the bottom cluster seemingly grav-
itating toward the less discrete clustering of points on
the center right X axis.

In general, the mapping is representative of the data

used to create it. For instance, Cimino, who appears
as the topmost point on the map, is plotted far away
from Tierney, located on the bottom. The Pearson cor-
relation matrix in Figure 1 shows they have a low cor-
relation with one another, only 0.231. Conversely,
McCray and Campbell, who appear toward the top
right side of the map, are highly correlated (0.819) and
are thus plotted in close proximity to each other. This
illustration also is supported by the memberships as
derived through the factor analysis. As mentioned pre-
viously, virtually all of the members loading most
heavily on factor 1 appear in cluster 1, and likewise
for cluster 2.

For a clearer interpretation of this display, the X
and Y axes can be labeled in the following way
(again, this is open to reader interpretation but is
one impression of the field based on the data). First,
the X axis suggests a continuum of ‘‘perceived influ-
ence on the field.’’ That is, those toward the left part
of the X axis are authors who have the highest mean
co-citation counts. Anyone familiar with the medical
informatics literature will quickly recognize most of
these names, such as Cimino, Lindberg, Friedman,
Shortliffe, McDonald, and so on. Working toward the
right along the X axis, the mean co-citation counts
are increasingly lower until, ultimately, the furthest
right grouping of authors have mean co-citation
counts less than two. This could suggest that the
prominent authors are likely to have been co-cited
with more individuals, perhaps many of those with-
in their clusters and even on the low-mean-co-cita-
tion side of the map; therefore, they are not ‘‘close’’
to any single author on the right center of the map
but more equally related to all or most of them. To
restate, this reflects the idea that more prominent au-
thors are cited more frequently and so have more
opportunities for co-citation.

Looking up and down the Y axis shows represen-
tative authors from different ‘‘subject areas.’’ For in-
stance, judging from an examination of the titles of
works published by Cimino and his ‘‘neighbors,’’ dur-
ing the years 1994 to 1998 (the same time period cov-
ered by the ACA), it becomes clear that a large part of
his work has been focused on medical terminology or
standards in knowledge representation issues. Tierney
and his neighbors, on the other hand, seem to have
focused on subjects related to decision support appli-
cations or, generally, clinical information systems of
one form or another.

Given these broad level labels of the axes, the mul-
tidimensional scaling map can be ‘‘read’’ more easily.
Looking at authors in the top left quadrant shows that
these authors are prominent (are highly co-cited and,
therefore, seem important contributors to the knowl-
edgebase of the field) in the subject areas they seem
most likely to address such as controlled medical ter-
minology issues (based on terms from the titles of
their articles and the subject headings assigned to
them). In the bottom left quadrant also are a number
of influential authors whose articles (and subject head-
ings assigned to them) seem to address subject areas
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Table 2
Rotated solution matrix

Name

Factor

1 2 3 4 5 6 7 8

STEAD W
BLEICH H
SAFRAN C
SLACK W
TIERNEY W
GARDNER R
SCHERRER J
BARNETT G
PRYOR T
HAMMOND W
SITTIG D
MCDONALD C
CLAYTON P
WIGTON R
WARNER H
GREENES R
TUTTLE M
CHUTE C
HUMPHREYS B
MCCRAY A

0.898
0.862
0.860
0.859
0.854
0.833
0.820
0.808
0.808
0.745
0.691
0.670
0.668
0.663
0.659
0.536

0.295

0.259
0.453
0.212

0.388

0.347
0.937
0.935
0.922
0.918

0.269

0.308

0.554
0.434

0.202

0.290
0.352

0.441
0.378

0.409

0.262

CAMPBELL K
HERSH W
MASYS D
HUFF S
FRIEDMAN C
NELSON S
LINDBERG D
CIMINO J
HRIPCSAK G
MUSEN M
BUCHANAN B
COOPER G
REGGIA J
ACKERMAN E
FAGAN L
MILLER P
KAHN M
PATEL V
MILLER R
BRAUDE R
BALL M
VANBEMMEL J
GREMY F
FRISSE M
PAUKER S

0.322
0.295

0.276

0.516
0.362

0.261
0.410
0.277
0.425

0.492
0.302
0.287
0.475

0.913
0.901
0.854
0.831
0.830
0.817
0.745
0.654
0.616
0.605

0.336
0.310
0.433
0.203

0.262
0.219

0.412

0.328
0.226

0.465
0.879
0.857
0.839
0.783
0.760
0.740
0.568
0.559
0.525

0.221
0.476
0.400

0.398

0.375

0.287

0.262

0.300
0.826
0.678
0.570
0.549
0.535

0.836

0.243

0.256
0.317

0.373

20.243

0.535
0.405

ECKMAN M
MITCHELL J
WIGERTZ O
SHORTLIFFE E
BECK J

0.428

0.409

0.508

0.342
0.827
0.531

0.917
20.562

0.437

0.878

Table 3
Variance accounted for by eight factors

Factor
% of

variance Cumulative %

1
2
3
4
5
6
7
8

23.443
22.916
13.981
6.073
4.088
3.404
2.895
2.500

23.443
46.359
60.340
66.412
70.500
73.905
76.799
79.299

such as clinical information systems, artificial intelli-
gence, decision support systems (in various forms),
and, generally, more technology and application-relat-
ed topics. In addition, on the left side of the Y axis, a
few of the high-mean-co-citation count authors appear
close to the X axis. This might suggest more of a mixed
research agenda. For instance, Shortliffe seems to work
in a number of areas covering both vocabulary and
system issues equally. The top and bottom right quad-
rants are similar, in terms of subjects being addressed,
to their equivalents on the left of the Y axis; however,
these authors may be considered less influential based
on mean co-citation rates. Yet, the far right of the X
axis, at the zero point on the Y axis, shows the least
co-cited authors, leading to the realization that it is
more difficult to distinguish the subjects they address
in their articles. This view of the graph suggests that

a more focused or well-developed research agenda is
related in some way to higher co-citation rates or being
co-cited with a larger number of people.
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Figure 3
Multidimensional scaling two-dimensional map of medical informatics authors

DISCUSSION

This bibliometric study of the field of medical infor-
matics provides LIS professionals a perspective that
heretofore has not been afforded. As such, it can be
one of several tools used to help individuals access
and visualize scholarly communication within the
field. For instance, while those familiar with the
medical informatics community and its literature
will already know that, say, McCray and Campbell
work in similar areas and are often cited together,
those who are not well oriented with the field, par-
ticularly new researchers or those information pro-
fessionals assisting them, could find such informa-
tion useful. Thus, the type of graph provided here,
based on quantitative data and informed qualitative
interpretations, could be of great assistance. Other
basic uses of this study, or similar studies, are that
it helps identify the most productive and prominent
authors in the field, the amount they are cited, the
amount they are co-cited with other informatics au-
thors, and the authors who appear to work in similar
subject areas. From this, one may better locate lit-

erature produced in particular areas of medical in-
formatics through such methods as citation- or au-
thor-based retrieval.

FUTURE DIRECTIONS

Information professionals in general, and medical li-
brarians in particular, are facing significant challenges
as new interdisciplines emerge. Medical librarians in-
creasingly are being asked to inform the development
of new databases, tools (e.g., controlled vocabularies),
services, and systems for providing quality access to
information for this variety of researchers who are
crossing disciplinary boundaries. Therefore, informa-
tion professionals must meet these challenges by de-
veloping their understanding of scholarly communi-
cation issues of such researchers and by utilizing a va-
riety of tools for developing collections and providing
access to information resources.

This study is meant as foundational research to in-
spire further explorations into the interdisciplinary
field of medical informatics. Future studies are needed
to understand more clearly how information is actu-
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ally communicated within the field and what this
means for those interested in making the medical in-
formatics literature more accessible both to informati-
cians and researchers outside the field. To this end, the
evidence presented here could be followed up with an
extended analysis of language use by informaticians.
That is, it is a reasonable assumption that impediments
to knowledge sharing are based in language. For in-
stance, in ideal situations, if someone works in a par-
ticular research area of medical informatics (e.g., con-
trolled medical terminologies), a common language to
discuss concepts in this area might be expected, to en-
able an equal understanding of, and access to, a shared
knowledge. But, establishing a consistent, consensual
understanding of even a single research area can be
difficult. As Cimino stated in his discussion on the
challenges to developing controlled medical terminol-
ogies, ‘‘there is no common language by which we can
communicate our ideas . . . although we are often talk-
ing about the same thing, we do so in confusing dia-
lects, with seemingly interchangeable phrases’’ [34].
The type of unimpeded understanding he seems to
call for would require common language use and dis-
ambiguated communication among researchers. Initial
results shown in a study by Andrews [35] suggest that
there are indeed areas of apparent ambiguous and in-
consistent language use in the field, and further, more
in-depth studies are needed.

ACA techniques and more advanced language anal-
yses could also be applied to look not only within
medical informatics, but also to see how it is linked to
other disciplines. That is, given that this field is inter-
disciplinary, the impact of heterogeneous disciplinary
perspectives, methods, language, and other factors
might be identified to examine where impediments to
knowledge sharing might exist across boundaries.

In general, modifications to the methods used here
can likely be joined with other methodologies to study
scholarly communication in this field. At the very least,
a better understanding of the information needs of in-
formaticians, and the people using the knowledge they
create, might emerge.
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